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Abstract: The complexity measure is associated with a cet&aigl of randomness for a given discrete
sequence of symbols. This assertion was applied RiR sequence of intervals extracted from prepro-
cessed ECG in order to classify different typearofiythmias. Three complexity measures were used:
sample entropy (the most known), Lempel-Ziv (sileylel and multilevel) and a less known one, T-Code
The expert system is made by a binary tree classtiat discriminate the class to what arrhythmi b
longs. A comparison with other method in term afgrenance is made also.
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1. INTRODUCTION drawbacks of the classic methods. Among these rdstho
neural networks (NN), evolutionary algorithms (geme
algorithms — GA, differential genetic algorithm©GA)
and clustering algorithms are the most popularugidn
between some of the methods can take the advanfage
intelligent reasoning as in fuzzy systems and powfer
calculus from neural networks. The results, continng
NN-fuzzy system proved to successful solution f@amm
classification problems that are intractable bygsither
classical methods.

A simple feedforward neural network (NN) was used

Atrial fibrillation (AF) can be detected by various
methods and techniques. Most of them use the RR-int
vals (the interval from two successive Rs peaksnfro
electrocardiogram- ECG) but other methods have been
proposed also. Among them, the linear/nonlinearhmet
ods using Heart Rate Variability (HRV), Spectrahlyn
sis, fractals and wavelets, Poincaré map, are tbst m
used in published papers. The algorithms and atede
using customized records that are not often aduest

other researches but the most common benchmark usqg [3] as classifier for a set of three AF classsisus
is MIT-BIH arrhythmia database. .

. rhythm, supraventricular extra systoles and/or neular
The usage c_>f P \_/vaveform e_xtracted from ECG Slgnalextra systoles. The changes QRS rhythm was ddtecte
even very eff|C|en.t n arrhythmia detection as scane by applying the Discrete Fourier Transform (DFT)Yan
thors cla_umed bUt. Itis not too easy to be appiiedire- classification by NN conducts to good results, Bimity
less patient monitoring using microcontrollers czana-

. ) .and specificity greater than 98% [4].
ble de_wces. A kno_wledge-base_d method |s_prop05eql : Dimensionality of the vector of features can imgrov
[1] using arrhythmic (AR.H) ep|50(_je detection fox si in many cases the precision and accuracy of cleasif
rEythhm I(tjypes.d Th?. ?"gor'thm lmpl|_es mac?):c rules andtion but the calculus for all the features can éase the
thresholds and a finite automaton Is used for diereC calculus effort and some application can processeth
and classification. The algorithm reaches 98% awyur

e information only offline. A variant that used shdtirhe
fc.>r. ARH classn‘lcat|0.n and_94% accuracy for ARH$|a generalized dimensions for cardiac rhythm charazter
sification and detection using MIT-BIH arrhythmiatd-

base tion was proposed in [5]. To classify different ¢ypf

In [2], the authors proposed a methodology based o@;ghp);tggjla}rs] [g].new fuzzy Kohonen network has been

generalized discriminant analysis in order to redthe
number of selected features and after that, thesifiea-
tion is made using support vector machine for ypes very large series of values. A sliding window ofixed
O.f ARH. The authors repor_t(_ed very good _resu_ltsr_ewp length is used to scan the string of values in otde
sion of 98.51% for classification of atrial fibglion detect the AF and to classify of what type of AR¢ldng
types [2] . . . the record from window. One of the most importasks
Artificial mte!llgence offers a variety of methads for AF detection is he parameter set for classiftet
tools and algorithms than can overcome sof¢he (usually there are simply thresholds with binargigien)
involved in rules or other parameters like wind@mndth
N . _ . _ [6]. Different methods are used most of them based
Clorrespondlng author: str. Kogalniceanu, r® lasi, Romania, empirical evaluation, statistical assessments (RQC
Tel.: +40.232.213.573; L L ;
,:gx: :40.232.213.573 curves) or exhaustive combination of intervals thiit
E-mail addressestragos.arotaritei@gmail.cor(D. Arotaritei). the range of parameters in a finer divisions [6].

In offline analysis, the annotated ECG digitizeg- si
nals or RR interval string are usually linked tdgetin a
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The evaluation for all combination of steps can bepremature and compensatory pause. Tha]HEE[i — 1]
very consuming time and moreover, it is possibé the  ratio (wherei represent the index of RRs) is calculated.
solution to be near optimal if divisions are nobegh  The Perc99, Perc25 and Percl percentiles are wased t
fine. discriminate ectopic beats from normal small flatkons

The most common linear methods used in HRV arethat are present due to physiologic variability][1&fter
(based on RR interval): NN50, pNN50, RMSSD, SDNN, identification of ectopic beats, the RRs segmemts a
SDSD, SDANN, LTI and STV. Other combination of removed from total RRs sequence.
methods as TPR (Turning Point Ratio) and Shannon The RR sequence can have also outliers [18], abnor-
Entropy along with RMSSD have been proposed in [6].mal values that are greater than the normal RRerarfig
Detailed explanations of notation and a formulasspnt  values. Two main methods are actually used: thieosit
above are given in [6]. are deleted from sequence and the outliers araacegp!

The HRV records are measured frequently using RRwith a value that depends on the values that arden®
interval and the randomness of sequences can tadita  of outliers. Both methods are approximations or re
AF. HRV itself has a certain level of randomness,as RRs sequence, the second one being preffered ér tod
discrimination of different level of randomness mbe  avoid the possibility to introduce high frequencigsen
enough accurate to produce a satisfactory claasit  signal is reconstructed (aliasing phenomenon). dtfié-
results (e.g. an acceptable level of sensitivitgt apeci-  er is detected when a value of RR is greater than a

ficity as statistical measure of classifier perfanoe). thresholdthye, find empirical form median value of all
There are very few papers that deal with complexityRRs.

measure for time series to identify arrhythmic pybst-
terns. The Lempel-Ziv algorithm was used to identif 3. COMPLEXITY MEASURE
seven patterns in traditional Chinese pulse diagmos

(TPCD), but the classification algorithms propoge{’] The complexity measure associated with a certain
is very complex and difficulties to implement arei-e  level of randomness for a given discrete sequerfce o
dent. symbols. Based on this assumption, depending on how

Three types of rhythm are analyzed in [8]; typest th the randomness is defined, the complexity can leel us
belong to nonlinear processes and the measurerof co for evaluate the level irregularities in electratiagram
plexity are associated using Lempel-Ziv algorithg). [ that are usually the major source of different sy
The maximum specificity and sensitivity is aimed by arrhythmias.
authors to be 100% in 7th stage of computation. It should be noted that other types of measureuof r

EEG complexity was used as measure of depth of padomness are proposed in literature, most of theseda
tient’s anesthesia in [9]. Depending on anesthett-  On statistical methods, like TPR (turning pointioht
nique, the sensitivity and specificity were betwe@8%  proposed by [19] but they are not connected witin-co

and 100%. plexity of information present in coded strings.
All the complexity measures operated over a finde
2. ECG PREPROCESSING of strings that are coded using threshold leveirater to

convert into sequence with less number of symbsiisgu

A major source of possible errors in ARH detection a predefined alphabet. The most common conversion i
and ARH classification are outliers and ectopictbea based on two symbols alphabet, usually A = {07} ‘1
The ECG signals are usually filtered by hardwar¢hme producing binary strings. There are multilevel cersion
ods and the basic a notch filter for 50 Hz freqyeisc  also, based on alphabet with more than two symimatls
used to remove to remove the power line interfezenc there are only few papers that deal with it [20].

The RR intervals are extracted from all ECG databas  The main reason for implementation of a single lleve
using the well known Pan-Tompkins algorithm [11Han conversion is the fact that the multilevel variantolves

linked together. a much more complicated algorithm and calculus and
The signal is first filtered from ectopic beatstdfic sequel, the implementation is very difficult.
beats are often the source of false detection oé¥énts Three types of complexity are investigated: sample

but in some cases can be a valuable source of-inforentropy (the most known), Lempel-Ziv (single lewaeid
mation for medical diagnosis. Taking into accoumt t multilevel) and a less known one, T-Code. The anstho
advantages and disadvantages of presence of ectopigopose in this paper a novel usage of T-Codendexi
beats can conduct in some situation that it béttere-  for arrhythmia detection on ECG database, an dirhigt
move them, and it is our case. database, 48 files, 109236 records, 13 classes fosed
The problem of ectopic beats is itself a subjectesf  arrhythmia classification.
search and there are different approaches thatvddal
this subject [1217]. Ectopic beats (ectopic rhythm) are 3.1. Sample entropy
small irregular changes in normal heart rhythm te Sample entropy (SampEn) is a measure of complexity
some premature or extra heartbeats. The most commansed especially for discrete time series that spe
ectopic beats are: premature atrial contractionQRA physiological signals [21, 22]. Different from appi-
premature  ventricular  contracton (PVC) and mate entropy (ApEn), SampEn does not count the self
extrasystole. similar patterns.
In what follows the method proposed in [12] will be For a time serieX = (X, X, ..., %, let us denote b
adopted, adapted to our purpose using RR recoftus. T the number of template vectors that matches oftleng
premature beats are identified by a short-long sece,  m + 1 andB the number of template vectors that matches



D. Arotaritei, C. Rotariu and A. &arica / Proceedings in Manufacturing Systems, Vol. 44,4, 2016 / 18994 191

of length m. A sub-vector of length m that belomy t . can Star
vectorX can be defined a% , = (%, %+1, ..., Xem-1). The o P /\
matching is usually based on a metric distance ithat // \ S \ U/
usually Chebyshev distance JXdbut other metrics 0 1 v / N N\,
(Euclideean, Minkowski, etc.) can be us&hmpEnis 10 ¥ 1
the negative value of natural logarithm of two nemsA 100
andB [22]:
1010 1011
SampEn=-log 2 ® =5 =
B
d(X,.. X )=max(X,.X.,); 2) Fig. 1. Intermediate T-code, set for
(im X i) = 206000 S& ={0, 11, 1100, 1010, 1011}
d, (X, X ) <T . (3) For string 0111010100010, the complexity measure is

calculated forc(n) = 5 andn = 13, soC(n) = 1.7079.
In eq. (3) it is denoted hythe tolerance fom points
in direct relation with the length of vectors that are com-3.3. T — code complexity measure
pared for match. Length of windows and distance meas- T-complexity is based on T-codes, a method of self-
ure @) for comparison are the main parameters that araynchronizing code initially introduced by Tichener [5].
passed to all implementations that calcuéampEnfor T-code augmentation starts with copying the symbols of
time series including biomedical signal processing [23]. the alphabet in the first level of augmentation. The next
steps are constructed recursively by deleting a chosen T-
3.2. Lempel-Ziv complexity analysis prefix and append it to codewords {28]. The inverse
Lempel-Ziv complexity analysis is used to evaluate operation, T-decomposition parses the sequence in T-
the randomness of a finite discrete time series. Lempelprefixes, the number of prefixes being used in complexi
Ziv algorithm has as main result a complexity counterty calculation.
c(n) which is the number of distinct patterns in a time  The T-code is applied to substrings using a finite
series sequence [225]. length windowW. It is denoted b a finite alphabet set,
The first step in to calculatn) is the transformation uw the concatenation of two stringsandw, anduk the
of a numerical sequence into a symbolic sequence amongpncatenation ok copies of stringu. The series of T-
the most popular one is-0, the level of separation being code is constructed using a recursive formula [30]:
a simple threshold SIf the value of signal is greater or )
equal withS;, the symbol is 1, otherwise the symbol is 0. 1 K+
One good choice fog that practically is valid for all the S = g{ Rslst S"‘l\{P"}}U{P" b ©)
complexity measurement algorithms is the median value
of numerical time series [26]. The symbolic sequencewhereS = A, P; — prefix, P; — string,k — positive integer
obtained after coding is then parsed from left to right tonumber, ands — string. The common notation used in

get to distinct words. The approach is consistent withtree is S . If the finite alphabet i\ = {0,1}, an

older results published in [27]. _ example of T-augmentation as a tree is given in Eig
The implementation of Lev-Ziv algorithm follows the Using a parsing algorithm named T-decomposition,

steps from [24]. Let us denote I§/= 5.5, a finite {4 5 given string the sequence is parsing in tnenf
length of symbolsS(i,j)=ss+1...§US i <j one substring

that start ai point and end at positiop and a null set s=P“P  PA; (6)
Si,))={}. Let Q andR substrings of typ&(i,j), QR the

concatenation of them anQRD a sequence after last <

character oQRis deleted D is the notation for deleted). = ;lng(ki 1. 7
The stringS is parsed from left to right in a scan proce-

dure. It is denoted bB(S) the set of basic words. A sub- The T-complexity of string as it is given by eq. (6)
string §i,j) is compared with the strings froB{(S), sub-  is defined as in eq. (7).

strings up tg — 1, that is<(i, j-1). If i, j) is present, no

new component is presenB(S(i,j—1)) is updated to 4. EXPERIMENTAL RESULTS

B(K(i, j)), and<(i, j) is updated t&(, j+1), and the pro-

cess is repeated until the end of stringS(f j) is not A selection of records from arrhythmia database was

Hsed, consisting of 48 files, 109236 records, £ones

present, a new component is found and a dot is placeremoved after ectopic detection, 13 classes usearfo
after §j). These dots mark the new distinct string found thythmia classificatiorCame={, ' 'A, 'E', 'F', 'J', L,

in the parsing process. The process repeatsjunti| the N, Q) RS,V ' e F )
Iengt.h of strlngS' The start process begins Wm’l),’ The ECG signal is preprocessed before to extract RR
the first symbol in the string. For example, the string  jneryals. The ectopic beats were filtered usinghme

0111010100010 is parsed d301(010100010. _ described in [6] and the outliers were detected elimi-
For 0-1 sequence, the normalized complexity nated using a method inspired by [31]. Based otistita
Lempel- Ziv measure is given by: cal analysis, if an absolute RR value is greaten tha

1.79RRegian the value is considered outlier and it is
C(n) = c(n)/(c(n)/logy(n) . (4)  eliminated.
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Fig. 1. Beat sequence from 8219 MIT AFIB database with
ectopic beats and replacement of them by averalges.

The RR intervals are linked together in long tinee s
ries string. Different from [6], the removed ectopeat
is replaced by average value of left and right borof
ectopic beat.

The codification is made using a variable threshold
that split the values of input strifigRin sequence of '0’
and ‘1’ and a variable length of sliding windd (num-
ber of samples) that extracts a sequence to cdciifa
complexity. The RR range values RR 0 [78, 2451]
msec, with threshold step =124 msec equally spaced in
range, and the length of window is setvib= {16, 24,
32, 40, 48, 56, 64, 128, 196, 256, 360, 400}. Treatpr
is window, the better accuracy is supposed to heieed
but if the window is too large, the computationtibe is
substantially increased (time of computation inseca
also) and the efficiency of solution decrease also.

The proposal of algorithms is tested and the perfor
mance is compared with other algorithms from litiera
in Table 1.

The implementation of code is complex for all three
cases, so the computational time is also impofftanall
algorithms. Computational times for different wives
length for all three algorithms are showed in Fi&ygl.

Table 1
Title of table Performance of proposed solution in ampari-
son with other algorithms

Algorithm Performance Number
over all records | Of classes
Lempe-Ziv algorithm [€] 100% 3
Autoregressive modelin 93.2%— 100% 6
GLM [32]
Prony algorithm [3] 95.24%-— 3
97.78%
SVM (Support Vecto 99.307%- 6
Machine) [34] 99.883%
PPM algorithm [3] 91,74%— 4
99,37%
Sample Entropy (propose 99.5%-100% 13
Lempe-Ziv algorithrr 97% —-100% 13
(proposed)
T-code (proposec 98%— 100% 13
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Lempel-Ziv complexity analysis (exhaustive).
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Fig. 4. Computational time for different windows lengtlans-
ple Entropy complexity analysis.

The computational time is considered for a numlier o
256x2'° number of windows of length that belong to
W = {16, 24, 32, 40, 48, 56, 64, 128, 196, 256, 360,
400}, windows constructed from random strings of ‘1
and ‘0. It can be seen that for a reasonable windo
length (around 100 RRs sequence), the upper bofind o
T-Code is the most time consuming. Butawerage
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x1 <0.813603 &5 >= 0813603

x1 < 0.796869 4531 == 0.796869

x1 < 0.792664 Jigx1 == 0.792664

x1 < D.787789 ix1 >= 0.787789

%1 < 0.80163 £x1 == 0.80163

x1 < 0.792663 Jux1 == 0.792663 x1 < 0798259 L1 >=0798 x1 < 0807 fux1 »= 0.807031

x1 < 0.624763 Hax! == 0.824763

x1 < 0.808511 Faxl »=0.808511 x1 < 0822883 Aax1 »= 0.82288%1 < 0.826986 Aux1 »= 0.526986

w1 < 0.833163 L5y »= 0.833169

x1 < 0834778 2w >= 0.834774

x1 < 0.840963 Hyx1 == 0840969
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x1 < 0.828067 Zux! >= 0.828067

x1 < D.B41747 fax1 5= 0.841747 o

x1 < 0.827249 fhxl »=0.827249

Fig. 5. A zoom from classification tree (right part fronotanode) for the maximum performance of classif@maand minimurr
number of nodes, T-codé/= 240.
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wireless tranceiver
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Fig. 6. The block diagram of the wireless device for ECGudgition in order to detect arclassify different types of arrhythmi

T-code is most advantageous in rapport with Le-Ziv
and Sample Entropy complexity analy

A tree classifier was usdtaving the input only on
variable and the output the classex/C The most per-
forming tree was selecteabk a three which Is the best
performance of classification and a minimum comipje
structure that is the three which has the minimumiper
of nodes (Fig. 5). In Figs the performance for-code
complexity analysis was representétie trees for othe
two methods (Lempefiv and Sample Entropy) have t
number of nodes in approximatively same range i-
ues as the T-code case.

It is clearly that for any othese complexity metho,
even it is very good the sizd# decision tree is great. TI
simple usage of one value makes difficult an effit
implementation in redime the decision at wearak
device level (Fig. 6)As sequel, the microcontroller w
send only RR raw data and the detectiorarrhythmia
the class to which belong tlerhythmi: will be made
remote, by PC access point (Fig. 6).

7. CONCLUSIONS

In this paper the possibility of arrhythmia claga-
tion using a single discriminant value given by @demi-
ty analysis of codified RRs raw seque was investigat-
ed The results proved that all the three methods(a
Entropy, Lempel-Ziv and Tode) are very good in r-
cent of correct classificatiorier 13 types oarrhythmias.

In order to reduce the numbers of nodedecision
tree, an extendedector with other simpldiscriminants
(easily computable) can lmne solution. This aspect is
the subject of future research.
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